Question 1: Given that \( \log_2(9) = x \), express \( \log_3(8) \) in terms of \( x \).

This short proof requires nothing more that perseverance, intuition and an innate familiarity with the rules of logarithms.

To begin with, we note that

\[
2^x = 9 = 3^2.
\]

(1)

Taking a base-3 logarithm of both sides yields the equation

\[
\log_3(2^x) = x \log_3(2) = 2
\]

(2)

and dividing through by \( x \) gives

\[
\log_3(2) = \frac{2}{x}.
\]

(3)

We want \( \log_3(8) \) so we need to multiply both sides of the equation by 3 since \( 8 = 2^3 \). This would leave us with

\[
3 \log_3(2) = \frac{6}{x}
\]

(4)

which is equivalent to

\[
\log_3(2^3) = \log_3(8) = \frac{6}{x}.
\]

(5)

Hence \( \log_3(8) \) expressed in terms of \( x \) is \( \frac{6}{x} \) or, more specifically,

\[
\log_3(8) = \frac{6}{\log_2(9)}.
\]

(6)
Question 2: Prove that \( \log_x (-a) = \frac{i\pi}{\ln(x)} + \log_x(a) \).

This proof is much more difficult and requires some reasonably advanced calculus. I strongly urge you to read up on calculus and all the log rules as they are crucial to much of higher level mathematics. For those who find this too difficult, you may skip to equation (13) which you should recognise easily; the first section of the proof sets about proving this results using Taylor series and is included for completeness. You may read up on Taylor series at http://en.wikipedia.org/wiki/Taylor_series or just note that we can approximate a given function \( f \) about a point \( (a, f(a)) \) by

\[
\sum_{n=0}^{\infty} \left( \frac{f^{(n)}(a)}{n!} \times (x-a)^n \right). \tag{7}
\]

To begin we calculate or recall the Taylor series expansions of sine, cosine and the natural exponent

\[
\sin x = \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n+1)!} x^{2n+1} = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \cdots, \tag{8}
\]

\[
\cos x = \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n)!} x^{2n} = 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \cdots, \tag{9}
\]

\[
e^x = \sum_{n=0}^{\infty} \frac{x^n}{n!} = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \cdots. \tag{10}
\]

Substituting the above expansion for the natural exponent with \( ix = x\sqrt{-1} \) gives

\[
e^{ix} = 1 + ix - \frac{x^2}{2!} - \frac{ix^3}{3!} + \frac{x^4}{3!} + \frac{ix^5}{5!} + \cdots \tag{11}
\]

which, when compared to the series for sine and cosine, simplifies to

\[
e^{ix} = \cos x + i \sin x \tag{12}\]

from which we can obtain Euler’s identity

\[
e^{i\pi} = \cos \pi + i \sin \pi = -1. \tag{13}\]

We want \( -a \) so we multiply through by a factor of \( a \)

\[
ae^{i\pi} = -a \tag{14}\]

and take a base-\( x \) logarithm of both sides

\[
\log_x(ae^{i\pi}) = \log_x(-a) \tag{15}\]
which simplifies (using the log rules) to
\[ \log_x(a) + \log_x(e^{i\pi}) = \log_x(-a). \] (16)

We now need to compute \( \log_x(e^{i\pi}) \) to see if we can simplify the equation above. We therefore recall the definition of the logarithm, defined for some arbitrary numbers \( p, q \) and \( r \)
\[ p^{\log_p(r)} = r \] (17)
\[ q^{\log_q(r)} = r \] (18)
\[ p^{\log_p(r)} = q^{\log_q(r)}. \] (19)

From this result we can take a base \( q \) logarithm
\[ \log_q(p^{\log_p(r)}) = \log_q(r) \] (20)
and simplify using the power-rule of logarithms
\[ \log_p(r) \times \log_q(p) = \log_q(r). \] (21)

Dividing through by \( \log_q(p) \)
\[ \log_p(r) = \frac{\log_q(r)}{\log_q(p)}. \] (22)

Since \( p, q \) and \( r \) are all arbitrary numbers we can say that
\[ \log_x(y) = \frac{\ln(y)}{\ln(x)}. \] (23)

and more specifically
\[ \log_x(e^{i\pi}) = \frac{\ln(e^{i\pi})}{\ln(x)} = \frac{i\pi}{\ln(x)}. \] (24)

Now, by taking a natural logarithm of both sides of Euler’s identity (equation (13)) and by simplifying equation (16), we can see that
\[ \log_x(a) + i \frac{\pi}{\ln(x)} = \log_x(-a) \] (25)
which is the results we needed to prove, arranged in the form \( a + bi \).